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Abstract: Detecting and pinpointing irregularities in surveillance videos has remained a persistent challenge. 

The current approaches, which are based on patches or trajectories, do not have a semantic understanding of the 

scenes and may split the targets into fragments. To address this issue, this research proposes a new and efficient 

algorithm that combines deep object detection and tracking, while fully leveraging spatial and temporal 

information. A dynamic image is introduced by integrating both appearance and motion information and then 

fed into an object detection network, which accurately detects and classifies objects, even in crowded and poorly 

lit scenes. Based on the detected objects, an effective and scale-insensitive feature, named Histogram Variance 

of Optical Flow Angle (HVOFA), is developed together with motion energy to identify abnormal motion 

patterns. To further detect missing anomalies and reduce false detections, a post-processing step is carried out 

with abnormal object tracking. This algorithm outperforms existing methods on established benchmarks. 
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INTRODUCTION 

The detection of unusual activities or incidents in surveillance videos is a crucial and pressing concern 

for public safety. The advancement of computer vision technologies has led to growing attention 

towards automated anomaly detection [1],[2],[3]. Nonetheless, detecting anomalies is a formidable 

task because of its high scene-dependency [4]. Most studies [5],[6] that focus on anomaly detection 

follow these steps: extracting features from normal training samples during the training phase, fitting 

a reference model on these features, and then during the testing phase, identifying input data features 

that do not fit the reference model well as anomalies. Current methods for anomaly detection can be 

broadly classified as patch-based or trajectory-based [7]. 

Patch-based approaches circumvent object detection and instead extract features, such as the 

Histogram of Gradient (HOG) [8] and the Histogram of Optical Flow (HOF) [9], from image patches 

[10, 11, 12]. Nevertheless, processing all patches using fixed strides is a time-intensive process. 

Sabokrou et al. [13] suggested modeling discriminative patches surrounding areas of interest. 

Nonetheless, this method lacks a semantic understanding of the scenes and may split single targets 

into fragments, which is unsuitable for analyzing behavior. On the other hand, trajectory-based 

methods, such as those employed by Ma et al. [14] and Piciarelli et al. [15], utilize visual tracking to 
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capture the trajectories of normal objects and develop a model of normal trajectories that can detect 

distant objects and obtain global motion information. Nevertheless, tracking all targets is a time-

consuming process. 

The aim of this paper is to introduce a novel algorithm for detecting anomalies in surveillance videos 

that incorporates deep object detection and tracking methods to fully utilize spatial and temporal 

information. The recognition of objects in surveillance videos based on appearance is challenging due 

to its unclear nature. To overcome this, we introduce a dynamic image, which combines the angle and 

magnitude of optical flow with the input image's intensity, allowing the object detection network to 

identify the foreground objects. Using object detection not only identifies positions but also target 

classes, facilitating the discovery of appearance anomalies. Traditional hand-crafted features like HOF 

are not universal for depth-of-field, so we propose a new scale-insensitive feature called histogram 

variance of optical flow angle (HVOFA) to detect motion anomalies. Moreover, this work considers 

location anomalies where people or objects appear in inactive areas. We identify active areas using 

the training data and determine whether the object is within that area. Since object detection may not 

identify distant targets, and HVOFA is a local feature, we use object tracking to track the abnormal 

candidates and extract their full trajectories as global features to filter out false detections, which is 

more efficient. 

 

RELATED WORK 

There have been several related works in the field of anomaly detection in surveillance videos. Some 

of these works use traditional methods such as background subtraction, optical flow, and trajectory 

analysis. However, these methods have limitations in handling complex scenes with multiple objects, 

varying lighting conditions, and occlusions. To address these challenges, recent works have focused 

on using deep learning methods for anomaly detection in surveillance videos. These methods use deep 

convolutional neural networks (CNNs) to learn high-level features from the video frames and identify 

anomalies based on these features. Another approach is to use object-oriented analysis, which focuses 

on detecting anomalies based on the behavior of objects in the scene. This approach involves 

identifying and tracking objects in the scene and analyzing their trajectories and interactions to detect 

anomalies. Overall, the related works in this field aim to improve the accuracy and efficiency of 

anomaly detection in surveillance videos by using advanced techniques such as deep learning and 

object-oriented analysis. 

METHODS 

In this section, we provide a detailed explanation of our proposed algorithm, which comprises three 

modules, as depicted in Fig. 1. Firstly, we perform object detection based on a dynamic image to 

extract objects. Then, we extract object category, HVOFA, and motion energy to identify appearance 

and motion anomalies, and detect location anomalies using the background model. Lastly, we employ 

tracking on the identified abnormal candidates to locate missing targets that cannot be detected by 

object detection. Additionally, we apply a post-processing step to eliminate false positive anomalies 

based on the extracted trajectories. To obtain the final score maps, we assign abnormal scores to the 

pixels belonging to the abnormal candidates. 

Dynamic Image Object Detection 

Most existing algorithms for extracting foreground patches or clusters rely solely on optical flow, 

which is time-consuming and lacks semantic understanding of the scene. However, with the rapid 

development of deep learning technologies in computer vision, we propose using a deep object 

detection network to extract objects more effectively. However, existing object detection algorithms 

are limited by poor lighting conditions and visual quality of surveillance videos, making it difficult to 
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recognize objects with similar appearances to the background. To overcome this challenge, we 

introduce a new dynamic image that fuses appearance and motion information together. The proposed 

dynamic image can be directly fed into existing object detection algorithms with minimal changes on 

network structures. Specifically, we calculate the optical flow of the input image and assign the angle 

and magnitude of the optical flow as the first and second channels of the dynamic image. The 

intensity of the original image is the third channel. 

 

Figure 1: The image transformation technique for object detection is illustrated in Fig. 1. The dynamic image is 

created by combining optical flow information with the intensity of the original image. As shown in Fig. 1(a), 

the resulting dynamic image highlights the moving objects, making them distinguishable from the background. 

The object detection results from the dynamic image are shown in Fig. 1(b), where objects that are difficult to 

detect in the original RGB image are successfully detected and highlighted with green bounding boxes. 

 

The structure of the dynamic image is like an Hue-Saturation-Intensity (HSI) image: 

{

                                     
                                 
                                              

   (1) 

To display the dynamic image, it is converted to an RGB image by treating it as an HSI image. The 

resulting image, shown in Figure 1(a), has colors that correspond to object motion. For object 

detection, we use the region-based fully convolutional network (RFCN) with ResNet-101 pre-trained 

on ImageNet, which is accurate and efficient. We fine-tune the model on labeled traffic surveillance 

videos. Figure 1(b) illustrates an example of object detection using our proposed method. The green 

bounding boxes show objects that cannot be detected from the original RGB image, but can be well 

detected using the dynamic image, indicating that our approach achieves better detection results in 

low-light conditions. 

Appearance and Motion Anomaly 

Based on the detected objects, we extract the features and judge whether their appearance or 

movement is abnormal.  

Appearance Anomalies. As a result of object detection, we can derive the object category and the 

corresponding confidence score. We check whether each detected object belongs to the normal class. 

If not and the confidence score exceeds 0.9, it will be considered an anomaly. The confidence score 

will be considered as an anomaly score. 

Movement Anomalies. In addition to appearance, objects can also become abnormal due to 

inappropriate movements. For example, running is not permitted in some scenarios such as a hospital. 

To detect such motion anomalies, we define the so-called motion energy to reflect the speed of the 

object's movement: 
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where N is the number of pixels of an object, vi is the magnitude of optical flow at each pixel. 

In addition, there may be cases where objects appear to be normal based on their appearance and 

motion speed, but in reality, they are deceptive. For example, a person riding a skateboard may be 

classified as a normal pedestrian. To handle such cases, some hand-crafted features such as HOF have 

been proposed. However, HOF is sensitive to depth-of-field and requires additional processing as it is 

calculated using weights based on magnitudes [17]. Therefore, we propose a new feature called 

Histogram Variance of Optical Flow Angle (HVOFA), which is effective and scale-insensitive. 

HVOFA counts the frequency of different directions based solely on the angles of optical flow. The 

HOFA feature is defined as follows: 

 

     [          ]    ∑     
 
      (3) 

 

In the above equation, B represents the number of directions in HOFA, fi represents the number of 

pixels in a direction, and N represents the total number of pixels in an object. Therefore, HVOFA can 

be defined as the histogram variance of the optical flow angles. 

Location Anomaly 

To address location anomalies such as walking on the grass, a background model is created using 

principal component analysis that considers the background and foreground as a low-rank matrix and 

a sparse error matrix, respectively. Foregrounds are extracted from successive frames and combined 

to obtain the active region. Instead of considering objects as anomalies if most of their pixels are not 

in the active region, we label objects with the lower part of their body outside of the active region as 

anomalies, with a location anomaly score (sl) set to 1. This method is effective in avoiding false 

positive detections, such as objects standing next to lawns. 

 

Figure2: Anomaly detected 

 

RESULT AND DISCUSSION 

Several experiments were conducted to evaluate the effectiveness of each component of our 

algorithm. The results indicate that each part of the proposed algorithm has improved the performance 

in various scenes, particularly the D-RFCN with dynamic image and tracking. These findings also 

demonstrate the versatility of the proposed algorithm and the efficacy of the developed features. 
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Notably, the Ped2 dataset lacks location anomalies, and thus the background model has no impact on 

its performance. 

The performance of each component of the proposed algorithm was evaluated through several 

experiments. As indicated in Table 1, different parts of the algorithm improved the performance in 

different situations, particularly the proposed Dynamic Region-based Fully Convolutional Network 

(D-RFCN) and tracking. The effectiveness of the algorithm and the developed features were validated 

through this. The background model did not make any difference in Ped2 since there were no location 

anomalies. Comparing the proposed method with other state-of-the-art methods, as presented in Fig. 3 

and Table 1, it showed better results in both scenes. Furthermore, the algorithm's ability to detect and 

localize anomalies accurately was demonstrated by the fact that the performances on pixel level and 

frame level were almost the same. The algorithm was also tested on Scene02 of ShanghaiTech 

Campus dataset, and the AUC/EER for frame level was 0.85/0.19, which is better than the 0.71/0.33 

obtained by Conv-AE [23]. 

 

Figure 3: ROC curves and AUC (As far as we know, only [20, 21] have provided pixel-level ROC 

curves for Ped2)  

Our algorithm has three advantages that contribute to its good performance. Firstly, object detection 

using deep neural networks can learn the semantic information of videos, which helps to avoid the 

splitting of moving targets and provides precise localization. Moreover, the proposed dynamic image 

incorporates both motion and appearance information, which enhances the accuracy of detection even 

further. Secondly, the HVOFA feature can distinguish between abnormal and normal patterns using 

only the angle of optical flow, making it insensitive to scale. Thirdly, tracking makes use of temporal 

information, which reduces the number of false positives and missed targets. Combining object 

detection with tracking improves performance since the multi-frame detection mechanism can handle 

tracking drift. 

CONCLUSION 

This paper presents an algorithm for detecting and localizing anomalies in surveillance videos that 

focuses on objects. The algorithm proposes a new dynamic image for object detection that improves 

detection accuracy in real surveillance videos. The HVOFA feature is introduced as an effective and 

scale-insensitive feature for detecting motion anomalies. A background model is also proposed to 

detect location anomalies. Tracking is utilized to reduce false positives and pick up missing 

anomalies. The paper provides extensive experiments to demonstrate the effectiveness of each part of 

the algorithm and its superior overall performance. 
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